Computing working
group

High performance
computing (HPC) session

13:30 Gaute Hagen — intro — 5min

13:35 Calvin Johnson (in person) — 15 min
13:50 Pieter Maris (in person) — 15 min
14:05 Ken Roche (virtual) — 15 min

14:20 Michael Zingale (virtual) — 15 min
14:35 Christopher Crawford — 5 min
14:40 Discussion 20 min

15:00 End of HPC part
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Scientific discovery in the exa-scale computing era

SciDAC DOE: Collaborations between applied mathematicians, computer scientists, and
nuclear physicists lead to efficient utilization of leadership-class computing resources and
pushes the frontiers in nuclear astrophysics and ab-initio low-energy nuclear structure
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‘ } U.S. DEPARTMENT OF ENERGY

INCITE

LEADERSHIP COMPUTING

Innovative and Novel Computational Impact on Theory and Experiment (INCITE) program
http://www.doeleadershipcomputing.org/
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Ab-initio nuclear structure and nuclear reactions

Summit: 690,000 node hours
Frontier: 900,000 node hours

Theta:

Long term 3D simulations of core-collapse supernovae

2.5M node hours

Summit: 700,000 node hours

https://www.doeleadershipcomputing.org/awardees/

INCITE awards 2022

INCITE Allocation Trends 2008 — 2021
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https://www.doeleadershipcomputing.org/awardees/

Resolution 3 (draft)

We recommend investments in computational nuclear physics to accelerate discoveries
and maintain U.S. leadership by:

e Strengthening programs and partnerships to ensure the efficient utilization of new HPC

hardware and new capabilities and approaches offered by Al/ML and quantum
computing (QC);

e Establishing programs that support the education and training of a diverse and
multidisciplinary workforce with cross-disciplinary collaborations in HPC, Al/ML, and QC;

* Expanding access to dedicated hardware and resources for HPC and new
emerging computational technologies.



A / Workshops / Quantum Information Science for US Nuclear Physics Long Range Planning - 2022

Quantum Information Science for
US Nuclear Physics Long Range
Planning - 2022

Organizing Committee: Douglas Beck (UIUC), Joe Carlson (LANL), Zohreh Davoudi (U of
Maryland), Joe Formaggio (MIT), Sofia Quaglioni (LLNL), Martin Savage (UW)

This meeting will gather experts to consider the current state of quantum information science in
nuclear physics research. It is expected to provide information to be considered during the

current nuclear physics long-range planning process.

This workshop is jointly-sponsored by Los Alamos National Laboratory (LANL) and the InQubator
for Quantum Simulation (IQuS), and will be held in the Hilton Hotel in Santa Fe. The New Mexico

Consortium (NMC) has kindly agreed to handle the logistics.

To register for this event : REGISTRATION

DATE

Jan 31 2023 - Feb 01 2023

(O TIME

8:00 am - 6:00 pm

© LOCATION

Hilton Hotel Santa Fe

] CATEGORY

> Workshops

https://iqus.uw.edu/events/quantum-information-science-for-nuclear-physics-long-range-planning-2022/




Questions for discussion

" What is the progress since the 2015 LRP?

" \What are the scientific challenges?

" What are the scientific opportunities?

" What are the resources needed?

" What international coordination and collaborations are
possible?

" What interagency coordination and collaboration would be
useful?

" \What synergies and opportunities are possible with
neighboring research disciplines?




What are the most compelling scientific opportunities
over the next decade & their potential scientific impact?

* This is the most important part

* Please, remember that our job is to identify compelling science opportunities,
articulate what makes them compelling, what is needed to maintain leadership

* |t is not our job to prescribe/micromanage solutions by the DOE and NSF.

T. Hallman | A Long Tradition of Partnership and Stewardship A. Opper
What does NSF want/need from the LRP? EE)
Th has b | tradition in Nuclear Sci f
eﬁ:':i.":S?af;‘r;:?r::gber:‘”e;‘nth;C°:T‘:‘r‘f‘;:gf‘z(:he Staying united we can accomplish What works:
agencies in charting compelling scientific visions for the

Identify compelling opportunities; communicate what
makes them compelling

Identify major national facilities that enable high priority
science; what does the US need to maintain leadership

What does not work:

future of nuclear science. great things together
Key factors:

1) Informed scientific knowledge as the basis for
recommendations and next steps

2) Mutual respect among scientific sub-disciplines

“NSF should do X ...”
Prescriptive language

3) Commitment to the greater good of nuclear science as
a discipline

4) Meticulously level playing field leading to respect for
process and outcomes

Division will setback the entire field
and is the last thing needed right now

5) Deep appreciation for the wisdom of Ben Franklin




