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Abstract: We present an extraction of unpolarized transverse-momentum-dependent par-
ton distribution and fragmentation functions based on more than two thousand data points
from several experiments for two different processes: semi-inclusive deep-inelastic scatter-
ing and Drell-Yan production. The baseline analysis is performed using the Monte Carlo
replica method and resumming large logarithms at N3LL accuracy. The resulting descrip-
tion of the data is very good (χ2/Ndat = 1.06). For semi-inclusive deep-inelastic scattering,
predictions for multiplicities are normalized by factors that cure the discrepancy with data
introduced by higher-order perturbative corrections.
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We present an extraction of the unpolarized transverse-momentum-dependent parton distribu-
tion and fragmentation functions that takes into account possible di↵erences between quark flavors
and final-state hadrons. The extraction is based on experimental measurements from Drell-Yan
processes and semi-inclusive deep-inelastic scattering, whose combination is essential to distinguish
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First extraction of  
unpolarized quark TMD  in the proton  
from global fit of SIDIS & Drell-Yan data  

including flavor sensitivity of  
intrinsic kT-dependence

f q
1



Transverse-Momentum Distributions (TMDs)

Quark-parton Model Interpretation of SIDIS: 
Transverse Momentum Dependent PDFs (TMDs)
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depend on two scales μ, ζ   
(can be chosen as ζ=μ2=Q2)

f q
1 (x, k2

T; μ, ζ)

proton  
momentum 
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qT
ΛQCD ≲ qT ≪ Q ΛQCD ≪ Q ≲ qT

matching

ΛQCD ≪ qT ≪ Q

large qTsmall qT

+ 𝒪(q2
T /Q2) + 𝒪(M2/q2

T)Fixed-Order (F.O.)Y-term     
such that

Y(q2
T, Q2)

at low Q (SIDIS), this limit does not 
work….

W-term

our analysis is in this regime 
where W-term dominates.  
Y-term is not included

0 ⟵ Y ⟶ F . O .

Sun et al., Int.J.Mod.Phys. A33 (18) 1841006, arXiv:1406.3073



TMD factorization:  Drell-Yan

q2
T ≪ Q2 quark

proton
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q
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k‹A

M2 ≪ Q2

W-term dominant

δ(k⊥A + k⊥B − qT)

convolution upon 
transverse momenta

dσ
dqTdydQ

∼ W(xA, xB, qT, Q) ∼ ℋDY(Q2) [ f q̄
1(xA, k2

⊥A; Q2) ⊗ f q
1 (xB, k2

⊥B; Q2) ]

TMDs depend on two scales μ, ζ ; can be chosen as ζ=μ2=Q2

hard factor TMD PDF anti-q TMD PDF q

For review, Collins, “Foundations of Perturbative QCD” (CUP, 11)

Collins & Soper, N.P. B193 (81) 
Echevarria, Idilbi, Scimemi, JHEP 07 (12)
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TMD factorization:  SIDIS

dσ
dxdzdqTdQ

∼ W(x, z, qT, Q) ∼ ℋSIDIS(Q2) [ f q
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Collins & Metz, P.R.L. 93 (04) 252001 
Ji, Yuan, Ma, P.R. D71 (05) 034005
For review, Collins, “Foundations of Perturbative QCD” (CUP, 11)



Scale dependence of TMD: the CSS scheme

f q
1 (x, b2

T; μf , ζf ) = ∑
i

[Cq→i(x, b2
T; μb*

) ⊗ f i
1(x, μb*

)]

perturbative

OPE: matching collinear  
         PDF at small bT

accuracy       and C K and γF γK PDF and αS evol. FF

LL 0 - 1 - -
NLL 0 1 2 LO LO
NLL’ 1 1 2 NLO NLO
NNLL 1 2 3 NLO NLO
NNLL’ 2 2 3 NNLO NNLO
N3LL(-) 2 3 4 NNLO NLO
N3LL 2 3 4 NNLO NNLO

perturbative

Borsa et al.,  
P.R.L. 129 (22) 012002 
arXiv:2202.05060
Abdul Khalek et al.,  
P.L. B834 (22) 137456 
arXiv:2204.10331

FF at NNLO 
only recently

αn
S

× exp[S(μf , μb*
)] Sudakov: evolution in μ scale; contains 

anomalous dimensions γF , γK

× [
ζf

μ2
b*

]
K(b*,μb*

)/2
evolution in ζ scale; contains 
Collins-Soper kernel K

ℋ
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TMD factorization  universality→
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Most recent extractions of unpolarized TMD f1 

Accuracy HERMES COMPASS DY Z production N of points χ2/Npoints

PV 2017 
arXiv:1703.10157 NLL ✔ ✔ ✔ ✔ 8059 1.5

SV 2017 
arXiv:1706.01473 NNLLʹ ✘ ✘ ✔ ✔ 309 1.23

BSV 2019 
arXiv:1902.08474 NNLL’ ✘ ✘ ✔ ✔ 457 1.17

SV 2019 
arXiv:1912.06532 N3LL(-) ✔ ✔ ✔ ✔ 1039 1.06

PV 2019 
arXiv:1912.07550 N3LL ✘ ✘ ✔ ✔ 353 1.07

SV19 + flavor dep. 
arXiv:2201.07114 N3LL ✘ ✘ ✔ ✔ 309 <1.08>

MAPTMD 2022 
arXiv:2206.07598 N3LL(-) ✔ ✔ ✔ ✔ 2031 1.06

ART23 
arXiv:2305.07473 N4LL ✘ ✘ ✔ ✔ 627 0.96

SIDIS

only three global fits

http://arxiv.org/abs/arXiv:1703.10157


The  MAPTMD22  data sets
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Data-driven nonperturbative TMD
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Parametrization of non-perturbative TMD

= F . T . (e−k2
⊥/g1A(x) + λB k2

⊥e−k2
⊥/g1B(x) + λCe−k2

⊥/g1C(x))
g1X(x) = N1X

(1 − x)α2
X xσX

(1 − ̂x)α2
X ̂xσX

̂x = 0.1with 

nonperturbative TMD PDF 
Fourier Transform of sum 
of 3 Gaussians with  
x-dependent widths

fNP(x, bT; Q0)

11 param.

suggested by models 

Bacchetta, Conti, Radici, PRD 78 (2008)
Bacchetta, Gamberg, Goldstein, et al., PLB 659 (2008)

Pasquini, Cazzaniga, Boffi, PRD 78 (2008)
Matevosyan, Bentz, Cloet, Thomas, PRD 85 (2012)
Burkardt, Pasquini, EPJA (2016)
Grewal, Kang, Qiu, Signori, PRD 101 (2020)



Parametrization of non-perturbative TMD

= F . T . (e−k2
⊥/g1A(x) + λB k2

⊥e−k2
⊥/g1B(x) + λCe−k2

⊥/g1C(x))
g1X(x) = N1X

(1 − x)α2
X xσX

(1 − ̂x)α2
X ̂xσX

̂x = 0.1with 

= F . T . (e−P2
⊥/g3A(z) + λF P2

⊥e−P2
⊥/g3B(z))

g3X(z) = N3X
(1 − z)γ2

X (zβX + δ2
X)

(1 − ̂z)γ2
X ( ̂zβX + δ2

X)
̂z = 0.5with 

nonperturbative TMD PDF 
Fourier Transform of sum 
of 3 Gaussians with  
x-dependent widths

fNP(x, bT; Q0)

11 param.

nonperturbative TMD FF 
Fourier Transform of sum 
of 2 Gaussians with  
z-dependent widths

DNP(z, bT; Q0)

9 param.



Parametrization of non-perturbative TMD

gK(bT) = − g2
2

b2
T

4

= F . T . (e−k2
⊥/g1A(x) + λB k2

⊥e−k2
⊥/g1B(x) + λCe−k2

⊥/g1C(x))
g1X(x) = N1X

(1 − x)α2
X xσX

(1 − ̂x)α2
X ̂xσX

̂x = 0.1with 

= F . T . (e−P2
⊥/g3A(z) + λF P2

⊥e−P2
⊥/g3B(z))

g3X(z) = N3X
(1 − z)γ2

X (zβX + δ2
X)

(1 − ̂z)γ2
X ( ̂zβX + δ2

X)
̂z = 0.5with 

[
ζf

Q2
0 ]

gK(bT)/2
nonperturbative part of  
Collins-Soper kernel

1 param.

nonperturbative TMD PDF 
Fourier Transform of sum 
of 3 Gaussians with  
x-dependent widths

fNP(x, bT; Q0)

11 param.

nonperturbative TMD FF 
Fourier Transform of sum 
of 2 Gaussians with  
z-dependent widths

DNP(z, bT; Q0)

9 param.

Total  21 param.



increasing perturbative accuracy
increases agreement with Drell-Yan

Normalization issue in  SIDIS



increasing perturbative accuracy

 Mh(x̄, z̄, Q̄, qT) NLL NNLL N3LL

worsens agreement with SIDIS ! increases agreement with Drell-Yan
COMPARISON OF DIFFERENT ORDER SIDIS

13

Prelim
inary

COMPASS multiplicities (one of many bins)

The description considerably worsens at higher orders

Normalization issue in  SIDIS

tensions observed also at larger qT 
and also in Drell-Yan at low Q   
and also in e+e- annihilations

Gonzalez et al., P.R. D98 (18) 114005

Bacchetta et al., P.R. D100 (19) 014018

Moffat et al., P.R. D100 (19) 094014

but not in SV 2019 fit
Scimemi & Vladimirov,  
arXiv:1912.06532

discrepancy is PhT-independent:  MNLL/MNNLL ∼ 2 MNLL/MN3LL ∼ 1.5

No normalization problems for 
collinear SIDIS  :dσ / dxdzdQ

MAPFF1.0 (Map Collaboration)
Abdul Khalek et al., arXiv:2105.08725



increasing perturbative accuracy

 Mh(x̄, z̄, Q̄, qT) NLL NNLL N3LL

worsens agreement with SIDIS ! increases agreement with Drell-Yan
COMPARISON OF DIFFERENT ORDER SIDIS

13

Prelim
inary

COMPASS multiplicities (one of many bins)

The description considerably worsens at higher orders

M(x, z, qT, Q) =
dσSIDIS

dxdzdqTdQ / dσDIS

dxdQ
SIDIS data as multiplicities M :   

Normalization issue in  SIDIS

∫ dqT
dσ

dxdzdqTdQ
= ∫ dqT W

NLL
=

dσ
dxdzdQ LO

At NLL    the integrated W-term reproduces 
the SIDIS collinear dσ at LO, which 
reasonably describes data
De Florian et al.,  P.R. D75 (07) 114010M(x, z, qT, Q) is ok



increasing perturbative accuracy

 Mh(x̄, z̄, Q̄, qT) NLL NNLL N3LL

worsens agreement with SIDIS ! increases agreement with Drell-Yan
COMPARISON OF DIFFERENT ORDER SIDIS
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Prelim
inary

COMPASS multiplicities (one of many bins)

The description considerably worsens at higher orders

M(x, z, qT, Q) =
dσSIDIS

dxdzdqTdQ / dσDIS

dxdQ
SIDIS data as multiplicities M :   

Normalization issue in  SIDIS

At NNLL    

M(x, z, qT, Q)

∫ dqT W
NNLL

≠
dσ

dxdzdQ NLO
integrated W-term does not reproduce 
the SIDIS collinear dσ at NLO 
Y-term contributions missingunderestimates data



increasing perturbative accuracy

 Mh(x̄, z̄, Q̄, qT) NLL NNLL N3LL

worsens agreement with SIDIS ! increases agreement with Drell-Yan
COMPARISON OF DIFFERENT ORDER SIDIS

13

Prelim
inary

COMPASS multiplicities (one of many bins)

The description considerably worsens at higher orders

M(x, z, qT, Q) =
dσSIDIS

dxdzdqTdQ / dσDIS

dxdQ
SIDIS data as multiplicities M :   

Normalization issue in  SIDIS

At NNLL    

M(x, z, qT, Q)

∫ dqT W
NNLL

≠
dσ

dxdzdQ NLO
integrated W-term does not reproduce 
the SIDIS collinear dσ at NLO 
Y-term contributions missingunderestimates data

Normalization factor ω(x, z, Q) =
dσ

dxdzdQ / ∫ dqT W

= 1   at NLL
Bacchetta et al. (MAP), JHEP 10 (22) 127, 
arXiv:2206.07598

Does not depend 
on fit parameters,

precomputed



Most recent extractions of unpolarized TMD f1 

Accuracy HERMES COMPASS DY Z production N of points χ2/Npoints

PV 2017 
arXiv:1703.10157 NLL ✔ ✔ ✔ ✔ 8059 1.5

SV 2017 
arXiv:1706.01473 NNLLʹ ✘ ✘ ✔ ✔ 309 1.23

BSV 2019 
arXiv:1902.08474 NNLL’ ✘ ✘ ✔ ✔ 457 1.17

SV 2019 
arXiv:1912.06532 N3LL(-) ✔ ✔ ✔ ✔ 1039 1.06

PV 2019 
arXiv:1912.07550 N3LL ✘ ✘ ✔ ✔ 353 1.07

SV19 + flavor dep. 
arXiv:2201.07114 N3LL ✘ ✘ ✔ ✔ 309 <1.08>

MAPTMD 2022 
arXiv:2206.07598 N3LL(-) ✔ ✔ ✔ ✔ 2031 1.06

ART23 
arXiv:2305.07473 N4LL ✘ ✘ ✔ ✔ 627 0.96

MAPTMD 2024 
arXiv:2405.13833 N3LL ✔ ✔ ✔ ✔ 2031 1.08

SIDIS

MAPTMD24:  ~same as MAPTMD22 + flavor sensitivity of kT-dependence

http://arxiv.org/abs/arXiv:1703.10157


MAPTMD22  MAPTMD24  →

• global fit of Drell-Yan and SIDIS data

• prescription to fix SIDIS normalization problem

• nonperturbative parametrisation

2031 data pts.       same dataset→

pre-computed       sameω(x, z, Q) →

F.T.(combination of Gaussians)      same for each flavor→

=

=

~



MAPTMD22  MAPTMD24  →

• global fit of Drell-Yan and SIDIS data

• prescription to fix SIDIS normalization problem

• nonperturbative parametrisation

FF:     DSS14 (π), DSS17 (K) at NLO                    MAPFF1.0NNLO

2031 data pts.       same dataset→

pre-computed       sameω(x, z, Q) →
• theoretical perturbative accuracy

N3LL(-)          N3LL→
PDF:  MMHT2014nnlo                                       NNPDF3.1NNLO

Abdul Khalek et al., arXiv:2204.10331

F.T.(combination of Gaussians)      same for each flavor→

=

=

~



MAPTMD22  MAPTMD24  →

• global fit of Drell-Yan and SIDIS data

• prescription to fix SIDIS normalization problem

• nonperturbative parametrisation

• account of correlated (exp. & th.) errors including ΔPDF & ΔFF

New: using full 
Montecarlo setsFF:     DSS14 (π), DSS17 (K) at NLO                    MAPFF1.0NNLO

2031 data pts.       same dataset→

pre-computed       sameω(x, z, Q) →
• theoretical perturbative accuracy

N3LL(-)          N3LL→
PDF:  MMHT2014nnlo                                       NNPDF3.1NNLO

Abdul Khalek et al., arXiv:2204.10331

bootstrap method  replicas of PDFs & FFs→

F.T.(combination of Gaussians)      same for each flavor→

independence of results from choice of PDF 
cross-checked

=

=

~



MAPTMD24 flavor channels 

f q
NP(x, bT; Q0) = F.T.(combination of Gaussians) 

5 channels:     (“s”) q = u , ū , d , d̄ , sea

TMD PDF 



MAPTMD24 flavor channels 

f q
NP(x, bT; Q0) = F.T.(combination of Gaussians) 

5 channels:     (“s”) q = u , ū , d , d̄ , sea

TMD PDF 

TMD FF 
Dq

NP(z, bT; Q0) = F.T.(combination of Gaussians) 

5 channels:   favored pion    

                     unfavored pion   

                      favored Kaon   

                      favored strange Kaon   

                      unfavored Kaon  

u → π+, . . .

d → π+, . . .

u → K+, . . .
s̄ → K+, . . .

d, s → K+, . . .



MAPTMD24 flavor channels 

f q
NP(x, bT; Q0) = F.T.(combination of Gaussians) 

5 channels:     (“s”) q = u , ū , d , d̄ , sea

TMD PDF 

TMD FF 
Dq

NP(z, bT; Q0) = F.T.(combination of Gaussians) 

5 channels:   favored pion    

                     unfavored pion   

                      favored Kaon   

                      favored strange Kaon   

                      unfavored Kaon  

u → π+, . . .

d → π+, . . .

u → K+, . . .
s̄ → K+, . . .

d, s → K+, . . .

total of 96 parameters but with ~diagonal correlation matrix 

sensitivity 

Hermes 
target: p, D 
final: π± , K±

hermes

Compass 
target: D 
final: h±

Drell-Yan 
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ū

Æ
3
ū
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Fit results for SIDIS 

proton target

deuteron target

data set Ndata

HERMES 344 0.81 0.24 1.05
COMPASS 1203 0.67 0.27 0.94
SIDIS total 1547 0.70 0.26 0.96

DY fixed target 233 0.63 0.31 0.94
DY collider 251 1.37 0.28 1.65

Total 2031 0.81 0.27 1.08

χ2
D χ2

λ χ2 χD2 = uncorrelated error 
χλ2 = correlated error 
χ2 = χD2 + χλ2

NOT FOR DISTRIBUTION JHEP_020P_0624 v1
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FIG. 22: Comparison between data and theoretical predictions for the HERMES multiplicities for the production of
charged pions and kaons o↵ a proton target for di↵erent x and z bins as a function of the transverse momentum |PhT |

of the final-state hadron. For better visualization, each z bin is shifted by the indicated o↵set.
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FIG. 23: Comparison between data and theoretical predictions for the COMPASS multiplicities for the production of
negative charged hadrons o↵ a deuteron target. For each Q, x bin, the multiplicities are displayed as functions of P 2

hT /Q
2

for di↵erent z bins surviving kinematic cuts, as indicated in the legend.

th. error band =  
68% of all replicas
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very good agreement

a flavor-independent fit 
would give 2.72 

th. error band =  
68% of all replicas



th. error band = 
68% of all replicas

Fit results for Drell-Yan

very good agreement
data set Ndata

HERMES 344 0.81 0.24 1.05
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p
s = 7 TeV. From left

to right, results at increasing rapidity.
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Fit results for Drell-Yan

very good agreement
data set Ndata

HERMES 344 0.81 0.24 1.05
COMPASS 1203 0.67 0.27 0.94
SIDIS total 1547 0.70 0.26 0.96

DY fixed target 233 0.63 0.31 0.94
DY collider 251 1.37 0.28 1.65

Total 2031 0.81 0.27 1.08

χ2
D χ2

λ χ2

NOT FOR DISTRIBUTION JHEP_020P_0624 v1

21

5

10

15

20

25

d
�

d
q

T
[p

b
G

eV
�

1
]

CDF Run I

5

10

15

20

25
CDF Run II

0 2 4 6 8 10 12
|qT |[GeV]

0.75

1.00

1.25

D
a
ta

/
P

re
d

0 2 4 6 8 10 12
|qT |[GeV]

1.00

1.25

FIG. 18: Upper panels: comparison between experimental data and theoretical predictions for the cross section di↵erential
in |qT | for Z bosons produced in pp̄ collisions at the Tevatron from CDF Run I (left panel) and run II (right panel);
uncertainty bands correspond to the 68% CL. Lower panel: ratio between experimental data and theoretical results.

0.030

0.035

0.040

0.045

0.050

0.055

0.060

1 �
d
�

d
q

T
[G

eV
�

1
]

CMS

�
s = 7 TeV

0 < |y| < 2.1

0.030

0.035

0.040

0.045

0.050

0.055
CMS

�
s = 8 TeV

0 < |y| < 2.1

2

3

4

5

6

7

8

d
�

d
|q

T
|[
p
b
G

eV
�

1
]

CMS

�
s = 13 TeV

0 < |y| < 0.4

0 2 4 6 8 10
|qT |[GeV]

1.0

1.1

D
a
ta

/
P

re
d

0 2 4 6 8 10
|qT |[GeV]

0.9

1.0

1.1

0 2 4 6 8 10 12 14
|qT |[GeV]

0.95

1.00

1.05

FIG. 19: Same as in previous figure but for Z boson production in pp collisions measured by the CMS Collaboration.
From left to right: increasing

p
s = 7, 8, 13 TeV, respectively. For

p
s = 7, 8 TeV, the results are normalized to the

fiducial cross section.

0.025

0.030

0.035

0.040

0.045

0.050

0.055

0.060

1 �
d
�

d
q

T
[G

eV
�

1
]

ATLAS
�

s = 7 TeV

0 < |y| < 1

ATLAS
�

s = 7 TeV

1 < |y| < 2

ATLAS
�

s = 7 TeV

2 < |y| < 2.4

0 2 4 6 8 10 12
0.95

1.00

1.05

D
a
ta

/
P

re
d

0 2 4 6 8 10 12
|qT |[GeV]

0 2 4 6 8 10 12
|qT |[GeV]

FIG. 20: Same as in the left and central panels of previous figure, but for ATLAS kinematics at
p
s = 7 TeV. From left

to right, results at increasing rapidity.

NOT FOR DISTRIBUTION JHEP_020P_0624 v1

21

5

10

15

20

25

d
�

d
q

T
[p

b
G

eV
�

1
]

CDF Run I

5

10

15

20

25
CDF Run II

0 2 4 6 8 10 12
|qT |[GeV]

0.75

1.00

1.25

D
a
ta

/
P

re
d

0 2 4 6 8 10 12
|qT |[GeV]

1.00

1.25

FIG. 18: Upper panels: comparison between experimental data and theoretical predictions for the cross section di↵erential
in |qT | for Z bosons produced in pp̄ collisions at the Tevatron from CDF Run I (left panel) and run II (right panel);
uncertainty bands correspond to the 68% CL. Lower panel: ratio between experimental data and theoretical results.

0.030

0.035

0.040

0.045

0.050

0.055

0.060

1 �
d
�

d
q

T
[G

eV
�

1
]

CMS

�
s = 7 TeV

0 < |y| < 2.1

0.030

0.035

0.040

0.045

0.050

0.055
CMS

�
s = 8 TeV

0 < |y| < 2.1

2

3

4

5

6

7

8

d
�

d
|q

T
|[
p
b
G

eV
�

1
]

CMS

�
s = 13 TeV

0 < |y| < 0.4

0 2 4 6 8 10
|qT |[GeV]

1.0

1.1

D
a
ta

/
P

re
d

0 2 4 6 8 10
|qT |[GeV]

0.9

1.0

1.1

0 2 4 6 8 10 12 14
|qT |[GeV]

0.95

1.00

1.05

FIG. 19: Same as in previous figure but for Z boson production in pp collisions measured by the CMS Collaboration.
From left to right: increasing

p
s = 7, 8, 13 TeV, respectively. For

p
s = 7, 8 TeV, the results are normalized to the

fiducial cross section.

0.025

0.030

0.035

0.040

0.045

0.050

0.055

0.060

1 �
d
�

d
q

T
[G

eV
�

1
]

ATLAS
�

s = 7 TeV

0 < |y| < 1

ATLAS
�

s = 7 TeV

1 < |y| < 2

ATLAS
�

s = 7 TeV

2 < |y| < 2.4

0 2 4 6 8 10 12
0.95

1.00

1.05

D
a
ta

/
P

re
d

0 2 4 6 8 10 12
|qT |[GeV]

0 2 4 6 8 10 12
|qT |[GeV]

FIG. 20: Same as in the left and central panels of previous figure, but for ATLAS kinematics at
p
s = 7 TeV. From left

to right, results at increasing rapidity.

NOT FOR DISTRIBUTION JHEP_020P_0624 v1
21

5

10

15

20

25

d
�

d
q

T
[p

b
G

eV
�

1
]

CDF Run I

5

10

15

20

25
CDF Run II

0 2 4 6 8 10 12
|qT |[GeV]

0.75

1.00

1.25

D
a
ta

/
P

re
d

0 2 4 6 8 10 12
|qT |[GeV]

1.00

1.25

FIG. 18: Upper panels: comparison between experimental data and theoretical predictions for the cross section di↵erential
in |qT | for Z bosons produced in pp̄ collisions at the Tevatron from CDF Run I (left panel) and run II (right panel);
uncertainty bands correspond to the 68% CL. Lower panel: ratio between experimental data and theoretical results.

0.030

0.035

0.040

0.045

0.050

0.055

0.060

1 �
d
�

d
q

T
[G

eV
�

1
]

CMS

�
s = 7 TeV

0 < |y| < 2.1

0.030

0.035

0.040

0.045

0.050

0.055
CMS

�
s = 8 TeV

0 < |y| < 2.1

2

3

4

5

6

7

8

d
�

d
|q

T
|[
p
b
G

eV
�

1
]

CMS

�
s = 13 TeV

0 < |y| < 0.4

0 2 4 6 8 10
|qT |[GeV]

1.0

1.1

D
a
ta

/
P

re
d

0 2 4 6 8 10
|qT |[GeV]

0.9

1.0

1.1

0 2 4 6 8 10 12 14
|qT |[GeV]

0.95

1.00

1.05

FIG. 19: Same as in previous figure but for Z boson production in pp collisions measured by the CMS Collaboration.
From left to right: increasing

p
s = 7, 8, 13 TeV, respectively. For

p
s = 7, 8 TeV, the results are normalized to the

fiducial cross section.

0.025

0.030

0.035

0.040

0.045

0.050

0.055

0.060

1 �
d
�

d
q

T
[G

eV
�

1
]

ATLAS
�

s = 7 TeV

0 < |y| < 1

ATLAS
�

s = 7 TeV

1 < |y| < 2

ATLAS
�

s = 7 TeV

2 < |y| < 2.4

0 2 4 6 8 10 12
0.95

1.00

1.05

D
a
ta

/
P

re
d

0 2 4 6 8 10 12
|qT |[GeV]

0 2 4 6 8 10 12
|qT |[GeV]

FIG. 20: Same as in the left and central panels of previous figure, but for ATLAS kinematics at
p
s = 7 TeV. From left

to right, results at increasing rapidity.

good agreement

data set Ndat

aTevatron 
total

71 1.10 0.07 1.17
LHCb 
total

21 3.56 0.96 4.52
ATLAS 

total
72 3.54 0.82 4.36

CMS 78 0.38 0.05 0.43
PHENIX 

200
2 2.76 1.04 3.80

STAR 
510

7 1.12 0.26 1.38

χ2
D χ2

λ χ2

very precise data!


�(��($���� #�!)���

38

7 TeV

8 TeV

7 TeV

8 TeV

7 TeV

8 TeV


13 TeV

pp ! Z0/�
⇤ ! (µ+ + µ�/e+ + e�)

qq̄ ! Z0/�
⇤ +X

pp ! Z0 ! µ+ + µ�
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FIG. 9: Comparison between the unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor dependent
approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as functions of
the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and

x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.
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FIG. 10: Comparison between the normalized unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor-
dependent approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as
functions of the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central

panel), and x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

sensitive to sea quarks. On the contrary, at larger x (left panel) the uncertainty bands of the TMD PDFs for up
and down quarks are very narrow, due to the large amount of SIDIS data in combination with high-precision
DY data. Finally, it is useful to remark that the uncertainties for all flavors increase as x decreases, confirming
the need for experimental data in this kinematic region.

In Fig. 11, we display the unpolarized TMD FFs for the fragmentation into a ⇡+ of up (purple) and down
(green) quarks, as functions of the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4

(left panel), and z = 0.6 (right panel). We note that the favored fragmentation channel (in this example,
u ! ⇡+) dominates over the unfavored one. Also, both TMD FFs show a second bump at intermediate |P?|
which decreases in size at larger z, as already observed in Sec. IV A.

In Fig. 12, we display the same TMD FFs of the previous figure but normalized to each corresponding central
replica at |P?| = 0. The unfavored channel (here, d ! ⇡+) is a↵ected by larger error bands. This is mainly
due to the larger uncertainties in the corresponding collinear FFs. There is generally no significant di↵erence
between favored and unfavored channels at high z, probably due to the limited sensitivity of SIDIS data in that
kinematic region.

In Fig. 13, we show the unpolarized TMD FFs for the fragmentation of quarks u, d, and s̄ into a K+ in the
same kinematic regions and with same conventions as in Fig. 11. Similarly, in Fig. 14 we show the normalized
versions, as we did in Fig. 12 for the fragmentation into a ⇡+. We note that in general the extracted TMD
FFs for kaons are a↵ected by larger uncertainties than for pions. Also, the bump at intermediate |P?| is more
pronounced than in the case of pions, as was also observed with the hadron-dependent MAPTMD24 HD fit (see
Fig. 8). Due to the size of the corresponding collinear FFs, the fragmentation channel s̄ ! K+ is dominant,
also in the normalized case. An interesting feature of our extraction is that the two favored channels (u ! K+

and s̄ ! K+) are quite di↵erent from each other. The large uncertainties in the s̄ ! K+ fragmentation channel
may be related to the fact that this TMD FF appears in the SIDIS cross section through the convolution with
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p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and

x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.
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FIG. 10: Comparison between the normalized unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor-
dependent approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as
functions of the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central

panel), and x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

sensitive to sea quarks. On the contrary, at larger x (left panel) the uncertainty bands of the TMD PDFs for up
and down quarks are very narrow, due to the large amount of SIDIS data in combination with high-precision
DY data. Finally, it is useful to remark that the uncertainties for all flavors increase as x decreases, confirming
the need for experimental data in this kinematic region.

In Fig. 11, we display the unpolarized TMD FFs for the fragmentation into a ⇡+ of up (purple) and down
(green) quarks, as functions of the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4

(left panel), and z = 0.6 (right panel). We note that the favored fragmentation channel (in this example,
u ! ⇡+) dominates over the unfavored one. Also, both TMD FFs show a second bump at intermediate |P?|
which decreases in size at larger z, as already observed in Sec. IV A.

In Fig. 12, we display the same TMD FFs of the previous figure but normalized to each corresponding central
replica at |P?| = 0. The unfavored channel (here, d ! ⇡+) is a↵ected by larger error bands. This is mainly
due to the larger uncertainties in the corresponding collinear FFs. There is generally no significant di↵erence
between favored and unfavored channels at high z, probably due to the limited sensitivity of SIDIS data in that
kinematic region.

In Fig. 13, we show the unpolarized TMD FFs for the fragmentation of quarks u, d, and s̄ into a K+ in the
same kinematic regions and with same conventions as in Fig. 11. Similarly, in Fig. 14 we show the normalized
versions, as we did in Fig. 12 for the fragmentation into a ⇡+. We note that in general the extracted TMD
FFs for kaons are a↵ected by larger uncertainties than for pions. Also, the bump at intermediate |P?| is more
pronounced than in the case of pions, as was also observed with the hadron-dependent MAPTMD24 HD fit (see
Fig. 8). Due to the size of the corresponding collinear FFs, the fragmentation channel s̄ ! K+ is dominant,
also in the normalized case. An interesting feature of our extraction is that the two favored channels (u ! K+

and s̄ ! K+) are quite di↵erent from each other. The large uncertainties in the s̄ ! K+ fragmentation channel
may be related to the fact that this TMD FF appears in the SIDIS cross section through the convolution with
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ū

s
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approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as functions of
the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and

x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.
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FIG. 10: Comparison between the normalized unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor-
dependent approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as
functions of the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central

panel), and x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

sensitive to sea quarks. On the contrary, at larger x (left panel) the uncertainty bands of the TMD PDFs for up
and down quarks are very narrow, due to the large amount of SIDIS data in combination with high-precision
DY data. Finally, it is useful to remark that the uncertainties for all flavors increase as x decreases, confirming
the need for experimental data in this kinematic region.

In Fig. 11, we display the unpolarized TMD FFs for the fragmentation into a ⇡+ of up (purple) and down
(green) quarks, as functions of the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4

(left panel), and z = 0.6 (right panel). We note that the favored fragmentation channel (in this example,
u ! ⇡+) dominates over the unfavored one. Also, both TMD FFs show a second bump at intermediate |P?|
which decreases in size at larger z, as already observed in Sec. IV A.

In Fig. 12, we display the same TMD FFs of the previous figure but normalized to each corresponding central
replica at |P?| = 0. The unfavored channel (here, d ! ⇡+) is a↵ected by larger error bands. This is mainly
due to the larger uncertainties in the corresponding collinear FFs. There is generally no significant di↵erence
between favored and unfavored channels at high z, probably due to the limited sensitivity of SIDIS data in that
kinematic region.

In Fig. 13, we show the unpolarized TMD FFs for the fragmentation of quarks u, d, and s̄ into a K+ in the
same kinematic regions and with same conventions as in Fig. 11. Similarly, in Fig. 14 we show the normalized
versions, as we did in Fig. 12 for the fragmentation into a ⇡+. We note that in general the extracted TMD
FFs for kaons are a↵ected by larger uncertainties than for pions. Also, the bump at intermediate |P?| is more
pronounced than in the case of pions, as was also observed with the hadron-dependent MAPTMD24 HD fit (see
Fig. 8). Due to the size of the corresponding collinear FFs, the fragmentation channel s̄ ! K+ is dominant,
also in the normalized case. An interesting feature of our extraction is that the two favored channels (u ! K+

and s̄ ! K+) are quite di↵erent from each other. The large uncertainties in the s̄ ! K+ fragmentation channel
may be related to the fact that this TMD FF appears in the SIDIS cross section through the convolution with
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approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as functions of
the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and

x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.
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FIG. 10: Comparison between the normalized unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor-
dependent approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as
functions of the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central

panel), and x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

sensitive to sea quarks. On the contrary, at larger x (left panel) the uncertainty bands of the TMD PDFs for up
and down quarks are very narrow, due to the large amount of SIDIS data in combination with high-precision
DY data. Finally, it is useful to remark that the uncertainties for all flavors increase as x decreases, confirming
the need for experimental data in this kinematic region.

In Fig. 11, we display the unpolarized TMD FFs for the fragmentation into a ⇡+ of up (purple) and down
(green) quarks, as functions of the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4

(left panel), and z = 0.6 (right panel). We note that the favored fragmentation channel (in this example,
u ! ⇡+) dominates over the unfavored one. Also, both TMD FFs show a second bump at intermediate |P?|
which decreases in size at larger z, as already observed in Sec. IV A.

In Fig. 12, we display the same TMD FFs of the previous figure but normalized to each corresponding central
replica at |P?| = 0. The unfavored channel (here, d ! ⇡+) is a↵ected by larger error bands. This is mainly
due to the larger uncertainties in the corresponding collinear FFs. There is generally no significant di↵erence
between favored and unfavored channels at high z, probably due to the limited sensitivity of SIDIS data in that
kinematic region.

In Fig. 13, we show the unpolarized TMD FFs for the fragmentation of quarks u, d, and s̄ into a K+ in the
same kinematic regions and with same conventions as in Fig. 11. Similarly, in Fig. 14 we show the normalized
versions, as we did in Fig. 12 for the fragmentation into a ⇡+. We note that in general the extracted TMD
FFs for kaons are a↵ected by larger uncertainties than for pions. Also, the bump at intermediate |P?| is more
pronounced than in the case of pions, as was also observed with the hadron-dependent MAPTMD24 HD fit (see
Fig. 8). Due to the size of the corresponding collinear FFs, the fragmentation channel s̄ ! K+ is dominant,
also in the normalized case. An interesting feature of our extraction is that the two favored channels (u ! K+

and s̄ ! K+) are quite di↵erent from each other. The large uncertainties in the s̄ ! K+ fragmentation channel
may be related to the fact that this TMD FF appears in the SIDIS cross section through the convolution with
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ū

s

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
|k�| [GeV]

0.00

0.05

0.10

0.15

0.20

0.25

0.30
Q = 2 GeV

x = 0.01

u

d

d̄

ū
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FIG. 9: Comparison between the unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor dependent
approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as functions of
the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and

x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.
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FIG. 10: Comparison between the normalized unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor-
dependent approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as
functions of the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central

panel), and x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

sensitive to sea quarks. On the contrary, at larger x (left panel) the uncertainty bands of the TMD PDFs for up
and down quarks are very narrow, due to the large amount of SIDIS data in combination with high-precision
DY data. Finally, it is useful to remark that the uncertainties for all flavors increase as x decreases, confirming
the need for experimental data in this kinematic region.

In Fig. 11, we display the unpolarized TMD FFs for the fragmentation into a ⇡+ of up (purple) and down
(green) quarks, as functions of the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4

(left panel), and z = 0.6 (right panel). We note that the favored fragmentation channel (in this example,
u ! ⇡+) dominates over the unfavored one. Also, both TMD FFs show a second bump at intermediate |P?|
which decreases in size at larger z, as already observed in Sec. IV A.

In Fig. 12, we display the same TMD FFs of the previous figure but normalized to each corresponding central
replica at |P?| = 0. The unfavored channel (here, d ! ⇡+) is a↵ected by larger error bands. This is mainly
due to the larger uncertainties in the corresponding collinear FFs. There is generally no significant di↵erence
between favored and unfavored channels at high z, probably due to the limited sensitivity of SIDIS data in that
kinematic region.

In Fig. 13, we show the unpolarized TMD FFs for the fragmentation of quarks u, d, and s̄ into a K+ in the
same kinematic regions and with same conventions as in Fig. 11. Similarly, in Fig. 14 we show the normalized
versions, as we did in Fig. 12 for the fragmentation into a ⇡+. We note that in general the extracted TMD
FFs for kaons are a↵ected by larger uncertainties than for pions. Also, the bump at intermediate |P?| is more
pronounced than in the case of pions, as was also observed with the hadron-dependent MAPTMD24 HD fit (see
Fig. 8). Due to the size of the corresponding collinear FFs, the fragmentation channel s̄ ! K+ is dominant,
also in the normalized case. An interesting feature of our extraction is that the two favored channels (u ! K+

and s̄ ! K+) are quite di↵erent from each other. The large uncertainties in the s̄ ! K+ fragmentation channel
may be related to the fact that this TMD FF appears in the SIDIS cross section through the convolution with
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approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as functions of
the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and

x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.
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FIG. 10: Comparison between the normalized unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor-
dependent approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as
functions of the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central

panel), and x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

sensitive to sea quarks. On the contrary, at larger x (left panel) the uncertainty bands of the TMD PDFs for up
and down quarks are very narrow, due to the large amount of SIDIS data in combination with high-precision
DY data. Finally, it is useful to remark that the uncertainties for all flavors increase as x decreases, confirming
the need for experimental data in this kinematic region.

In Fig. 11, we display the unpolarized TMD FFs for the fragmentation into a ⇡+ of up (purple) and down
(green) quarks, as functions of the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4

(left panel), and z = 0.6 (right panel). We note that the favored fragmentation channel (in this example,
u ! ⇡+) dominates over the unfavored one. Also, both TMD FFs show a second bump at intermediate |P?|
which decreases in size at larger z, as already observed in Sec. IV A.

In Fig. 12, we display the same TMD FFs of the previous figure but normalized to each corresponding central
replica at |P?| = 0. The unfavored channel (here, d ! ⇡+) is a↵ected by larger error bands. This is mainly
due to the larger uncertainties in the corresponding collinear FFs. There is generally no significant di↵erence
between favored and unfavored channels at high z, probably due to the limited sensitivity of SIDIS data in that
kinematic region.

In Fig. 13, we show the unpolarized TMD FFs for the fragmentation of quarks u, d, and s̄ into a K+ in the
same kinematic regions and with same conventions as in Fig. 11. Similarly, in Fig. 14 we show the normalized
versions, as we did in Fig. 12 for the fragmentation into a ⇡+. We note that in general the extracted TMD
FFs for kaons are a↵ected by larger uncertainties than for pions. Also, the bump at intermediate |P?| is more
pronounced than in the case of pions, as was also observed with the hadron-dependent MAPTMD24 HD fit (see
Fig. 8). Due to the size of the corresponding collinear FFs, the fragmentation channel s̄ ! K+ is dominant,
also in the normalized case. An interesting feature of our extraction is that the two favored channels (u ! K+

and s̄ ! K+) are quite di↵erent from each other. The large uncertainties in the s̄ ! K+ fragmentation channel
may be related to the fact that this TMD FF appears in the SIDIS cross section through the convolution with
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FIG. 9: Comparison between the unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor dependent
approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as functions of
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⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and

x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.
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FIG. 10: Comparison between the normalized unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor-
dependent approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as
functions of the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central

panel), and x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

sensitive to sea quarks. On the contrary, at larger x (left panel) the uncertainty bands of the TMD PDFs for up
and down quarks are very narrow, due to the large amount of SIDIS data in combination with high-precision
DY data. Finally, it is useful to remark that the uncertainties for all flavors increase as x decreases, confirming
the need for experimental data in this kinematic region.

In Fig. 11, we display the unpolarized TMD FFs for the fragmentation into a ⇡+ of up (purple) and down
(green) quarks, as functions of the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4

(left panel), and z = 0.6 (right panel). We note that the favored fragmentation channel (in this example,
u ! ⇡+) dominates over the unfavored one. Also, both TMD FFs show a second bump at intermediate |P?|
which decreases in size at larger z, as already observed in Sec. IV A.

In Fig. 12, we display the same TMD FFs of the previous figure but normalized to each corresponding central
replica at |P?| = 0. The unfavored channel (here, d ! ⇡+) is a↵ected by larger error bands. This is mainly
due to the larger uncertainties in the corresponding collinear FFs. There is generally no significant di↵erence
between favored and unfavored channels at high z, probably due to the limited sensitivity of SIDIS data in that
kinematic region.

In Fig. 13, we show the unpolarized TMD FFs for the fragmentation of quarks u, d, and s̄ into a K+ in the
same kinematic regions and with same conventions as in Fig. 11. Similarly, in Fig. 14 we show the normalized
versions, as we did in Fig. 12 for the fragmentation into a ⇡+. We note that in general the extracted TMD
FFs for kaons are a↵ected by larger uncertainties than for pions. Also, the bump at intermediate |P?| is more
pronounced than in the case of pions, as was also observed with the hadron-dependent MAPTMD24 HD fit (see
Fig. 8). Due to the size of the corresponding collinear FFs, the fragmentation channel s̄ ! K+ is dominant,
also in the normalized case. An interesting feature of our extraction is that the two favored channels (u ! K+

and s̄ ! K+) are quite di↵erent from each other. The large uncertainties in the s̄ ! K+ fragmentation channel
may be related to the fact that this TMD FF appears in the SIDIS cross section through the convolution with

f1(x,0;Q)

• it changes with x 
th. error band =  

68% of all replicas
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FIG. 11: Comparison between the unpolarized TMD FFs for the fragmentation into a ⇡
+ of up (purple) and down (green)

quarks, extracted in the MAPTMD24 fit with a flavor dependent approach, as functions of the hadronic transverse
momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4 (left panel), and z = 0.6 (right panel). The uncertainty bands

represent the 68% C.L.
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FIG. 12: Comparison between the normalized unpolarized TMD FFs for the fragmentation into a ⇡
+ of up (purple) and

down (green) quarks, extracted in the MAPTMD24 fit with a flavor dependent approach, in the same conditions and
with same notation as in the previous figure.

a TMD PDF of a sea quark, which is small and has large uncertainties in our extraction.
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FIG. 13: Comparison between the unpolarized TMD FFs for the fragmentation of up (purple), down (green), and anti-
strange (orange) quarks into a K

+, extracted in the MAPTMD24 fit with a flavor dependent approach, as functions of
the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4 (left panel), and z = 0.6 (right panel).

The uncertainty bands represent the 68% C.L.
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and anti-strange (orange) quarks into a K

+, extracted in the MAPTMD24 fit with a flavor dependent approach, in the
same kinematic conditions and with same notation as in the previous figure.

2. Collins-Soper kernel

In Fig. 15, we show the result for the Collins–Soper (CS) kernel obtained in our MAPTMD24 extraction
at N3LL with a flavor-dependent approach, compared to our previous MAPTMD22 results. The form of the
CS kernel at low values of |bT | is unchanged, as it depends on perturbative ingredients. The behavior at high
|bT | is determined by the combination of the b⇤ prescription and the parametrization of the nonperturbative
component of TMD evolution in Eq. (30).

In our new MAPTMD24 extraction, the value of the parameter g2 is smaller than in MAPTMD22: it is
approximately 0.12, about half as big as the MAPTMD22 result (⇡ 0.25). Because of this di↵erence, the
new MAPTMD24 CS kernel is flatter than the MAPTMD22 one. This feature is not related to the flavor
dependence of the new extraction, because it is present also in the MAPTMD24 FI and MAPTMD24 HD
scenarios. Instead, it is due to the di↵erences in the perturbative ingredients between the present work and the
MAPTMD22 analysis, already discussed in Sec. II C.

The size of the error band on the CS kernel is small and similar to the MAPTMD22 one. It is possible that
our fit procedure leads to an underestimation of the errors, especially for the CS kernel, since its functional
form is particularly rigid and determined by a single parameter (see Eq. (30)).

Our result can be compared with other recent extractions in the literature. The ART23 extraction [8]
included DY data only and obtained a CS kernel similar to the MAPTMD22, which is therefore steeper than
our MAPTMD24 result. Ref. [88] obtained a result, based on a smaller set of DY data and a simplified analysis,
with larger error bands that are compatible with MAPTMD22, ART23 and also MAPTMD24. The result
obtained in Ref. [89], obtained with DY data only, is also compatible with MAPTMD22 and ART23, and about
1.5 sigma away from our present results.

Apart from data-driven extractions, there have been several computations of the CS kernel in lattice QCD [90–
102]. The error bars are still relatively large and there are sizeable di↵erences between di↵erent computations.
Our MAPTMD24 extraction is compatible with the recent work of Ref. [102].

3. Average squared transverse momenta

In order to measure the e↵ective width of the TMDs, in this section we study their average squared transverse
momentum at specific values of x and µ =

p
⇣ = Q, defined as [103, 104]:

hk2
?iq(x, Q) =

´
d2k? k2

? fq
1 (x, k2

?, Q, Q2)´
d2k? fq

1 (x, k2
?, Q, Q2)

=
2M2 f̂q (1)

1 (x, |bT |, Q, Q2)

f̂q
1 (x, |bT |, Q, Q2)

����
|bT |=0

, (31)

where the Fourier transform f̂q
1 of the TMD PDF has been defined in Eq. (6), and the first Bessel moment of

the TMD PDF f̂q (1)
1 is defined as [103]:

f̂q (1)
1 (x, |bT |, Q, Q2) =

2⇡

M2

ˆ +1

0
d|k?|

k2
?

|bT |
J1

�
|k?||bT |

�
fq
1 (x, k2

?, Q, Q2) = � 2

M2

@

@b2
T

f̂q
1 (x, |bT |, Q, Q2) .

(32)
As discussed in Ref. [7], we shift the value of |bT | in Eq. (31) from 0 to |bT | = 2.0 bmax, a value well inside the

nonperturbative region [104], that ensures meaningful values for the average squared transverse momenta that

π+

K+

favored
unfavored

favored

• favored better constrained than unfavored

th. error band =  
68% of all replicas
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FIG. 11: Comparison between the unpolarized TMD FFs for the fragmentation into a ⇡
+ of up (purple) and down (green)

quarks, extracted in the MAPTMD24 fit with a flavor dependent approach, as functions of the hadronic transverse
momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4 (left panel), and z = 0.6 (right panel). The uncertainty bands

represent the 68% C.L.
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FIG. 12: Comparison between the normalized unpolarized TMD FFs for the fragmentation into a ⇡
+ of up (purple) and

down (green) quarks, extracted in the MAPTMD24 fit with a flavor dependent approach, in the same conditions and
with same notation as in the previous figure.

a TMD PDF of a sea quark, which is small and has large uncertainties in our extraction.
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strange (orange) quarks into a K

+, extracted in the MAPTMD24 fit with a flavor dependent approach, as functions of
the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4 (left panel), and z = 0.6 (right panel).

The uncertainty bands represent the 68% C.L.
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FIG. 14: Comparison between the normalized unpolarized TMD FFs for the fragmentation of up (purple), down (green),
and anti-strange (orange) quarks into a K

+, extracted in the MAPTMD24 fit with a flavor dependent approach, in the
same kinematic conditions and with same notation as in the previous figure.

2. Collins-Soper kernel

In Fig. 15, we show the result for the Collins–Soper (CS) kernel obtained in our MAPTMD24 extraction
at N3LL with a flavor-dependent approach, compared to our previous MAPTMD22 results. The form of the
CS kernel at low values of |bT | is unchanged, as it depends on perturbative ingredients. The behavior at high
|bT | is determined by the combination of the b⇤ prescription and the parametrization of the nonperturbative
component of TMD evolution in Eq. (30).

In our new MAPTMD24 extraction, the value of the parameter g2 is smaller than in MAPTMD22: it is
approximately 0.12, about half as big as the MAPTMD22 result (⇡ 0.25). Because of this di↵erence, the
new MAPTMD24 CS kernel is flatter than the MAPTMD22 one. This feature is not related to the flavor
dependence of the new extraction, because it is present also in the MAPTMD24 FI and MAPTMD24 HD
scenarios. Instead, it is due to the di↵erences in the perturbative ingredients between the present work and the
MAPTMD22 analysis, already discussed in Sec. II C.

The size of the error band on the CS kernel is small and similar to the MAPTMD22 one. It is possible that
our fit procedure leads to an underestimation of the errors, especially for the CS kernel, since its functional
form is particularly rigid and determined by a single parameter (see Eq. (30)).

Our result can be compared with other recent extractions in the literature. The ART23 extraction [8]
included DY data only and obtained a CS kernel similar to the MAPTMD22, which is therefore steeper than
our MAPTMD24 result. Ref. [88] obtained a result, based on a smaller set of DY data and a simplified analysis,
with larger error bands that are compatible with MAPTMD22, ART23 and also MAPTMD24. The result
obtained in Ref. [89], obtained with DY data only, is also compatible with MAPTMD22 and ART23, and about
1.5 sigma away from our present results.

Apart from data-driven extractions, there have been several computations of the CS kernel in lattice QCD [90–
102]. The error bars are still relatively large and there are sizeable di↵erences between di↵erent computations.
Our MAPTMD24 extraction is compatible with the recent work of Ref. [102].

3. Average squared transverse momenta

In order to measure the e↵ective width of the TMDs, in this section we study their average squared transverse
momentum at specific values of x and µ =

p
⇣ = Q, defined as [103, 104]:

hk2
?iq(x, Q) =

´
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? fq
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=
2M2 f̂q (1)
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|bT |=0

, (31)

where the Fourier transform f̂q
1 of the TMD PDF has been defined in Eq. (6), and the first Bessel moment of

the TMD PDF f̂q (1)
1 is defined as [103]:
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(32)
As discussed in Ref. [7], we shift the value of |bT | in Eq. (31) from 0 to |bT | = 2.0 bmax, a value well inside the

nonperturbative region [104], that ensures meaningful values for the average squared transverse momenta that

π+

K+

favored
unfavored

favored

• favored better constrained than unfavored

• signs of favored  unfavored≠
• structure from DNP ∼ e−P2

⊥/g3A(z) + λF P2
⊥e−P2

⊥/g3B(z)

th. error band =  
68% of all replicas



“Normalized” MAPTMD24 TMD FF  

D1(z,PT;Q)
D1(z,0;Q)

NOT FOR DISTRIBUTION JHEP_020P_0624 v1

16

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
|P�|[GeV]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

z
D

q
�

�
+

1
(z

,P
2 �
,Q

,Q
2
)

Q = 2 GeV

z = 0.4

u

d

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
|P�|[GeV]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40
Q = 2 GeV

z = 0.6

u

d

FIG. 11: Comparison between the unpolarized TMD FFs for the fragmentation into a ⇡
+ of up (purple) and down (green)

quarks, extracted in the MAPTMD24 fit with a flavor dependent approach, as functions of the hadronic transverse
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a TMD PDF of a sea quark, which is small and has large uncertainties in our extraction.
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and anti-strange (orange) quarks into a K

+, extracted in the MAPTMD24 fit with a flavor dependent approach, in the
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2. Collins-Soper kernel

In Fig. 15, we show the result for the Collins–Soper (CS) kernel obtained in our MAPTMD24 extraction
at N3LL with a flavor-dependent approach, compared to our previous MAPTMD22 results. The form of the
CS kernel at low values of |bT | is unchanged, as it depends on perturbative ingredients. The behavior at high
|bT | is determined by the combination of the b⇤ prescription and the parametrization of the nonperturbative
component of TMD evolution in Eq. (30).

In our new MAPTMD24 extraction, the value of the parameter g2 is smaller than in MAPTMD22: it is
approximately 0.12, about half as big as the MAPTMD22 result (⇡ 0.25). Because of this di↵erence, the
new MAPTMD24 CS kernel is flatter than the MAPTMD22 one. This feature is not related to the flavor
dependence of the new extraction, because it is present also in the MAPTMD24 FI and MAPTMD24 HD
scenarios. Instead, it is due to the di↵erences in the perturbative ingredients between the present work and the
MAPTMD22 analysis, already discussed in Sec. II C.

The size of the error band on the CS kernel is small and similar to the MAPTMD22 one. It is possible that
our fit procedure leads to an underestimation of the errors, especially for the CS kernel, since its functional
form is particularly rigid and determined by a single parameter (see Eq. (30)).

Our result can be compared with other recent extractions in the literature. The ART23 extraction [8]
included DY data only and obtained a CS kernel similar to the MAPTMD22, which is therefore steeper than
our MAPTMD24 result. Ref. [88] obtained a result, based on a smaller set of DY data and a simplified analysis,
with larger error bands that are compatible with MAPTMD22, ART23 and also MAPTMD24. The result
obtained in Ref. [89], obtained with DY data only, is also compatible with MAPTMD22 and ART23, and about
1.5 sigma away from our present results.

Apart from data-driven extractions, there have been several computations of the CS kernel in lattice QCD [90–
102]. The error bars are still relatively large and there are sizeable di↵erences between di↵erent computations.
Our MAPTMD24 extraction is compatible with the recent work of Ref. [102].

3. Average squared transverse momenta

In order to measure the e↵ective width of the TMDs, in this section we study their average squared transverse
momentum at specific values of x and µ =

p
⇣ = Q, defined as [103, 104]:

hk2
?iq(x, Q) =

´
d2k? k2

? fq
1 (x, k2

?, Q, Q2)´
d2k? fq

1 (x, k2
?, Q, Q2)

=
2M2 f̂q (1)

1 (x, |bT |, Q, Q2)

f̂q
1 (x, |bT |, Q, Q2)

����
|bT |=0

, (31)

where the Fourier transform f̂q
1 of the TMD PDF has been defined in Eq. (6), and the first Bessel moment of

the TMD PDF f̂q (1)
1 is defined as [103]:

f̂q (1)
1 (x, |bT |, Q, Q2) =

2⇡

M2

ˆ +1

0
d|k?|

k2
?

|bT |
J1

�
|k?||bT |

�
fq
1 (x, k2

?, Q, Q2) = � 2

M2

@

@b2
T

f̂q
1 (x, |bT |, Q, Q2) .

(32)
As discussed in Ref. [7], we shift the value of |bT | in Eq. (31) from 0 to |bT | = 2.0 bmax, a value well inside the

nonperturbative region [104], that ensures meaningful values for the average squared transverse momenta that
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Collins-Soper kernel  

universal flavor-independent K(bT, μb*
) = K(b*, μb*

) + gK(bT)
drives evolution in rapidity ζ perturbative 

(computed)
non-perturbative 

(fitted)

27

Summary: nonperturbative CS kernel from lattice QCD

Bollweg et al.: Phys. Lett. B 852, 138617 (2024)

μ = 2 GeV

S. Mukherjee, QCD Evolution 2024

HSO24 Aslan et al., arXiv:2401.14266

IFY23 Isaacson et al., arXiv:2311.09916

ART23 Moos et al., arXiv:2305.07473

GI, CG Bollweg et al., arXiv:2403.00664

ASWZ24 Avkhadiev et al., 
arXiv:2402.06725

N3LL Vladimirov, arXiv:1610.05791
Li&Zhu, arXiv:1604.01404

MAPTMD24

MAPTMD22 ~ ART23 

Lattice 

Pheno 



Summary  and  Outlook

• include more data…

• Different flavors  different kT dependence; non trivial x dependence→

• repeat study of sensitivity of MW to flavor-dep. kT distributions (see backup)

• MAPTMD24: the first extraction of unpolarized quark TMD from a 
global fit of SIDIS and Drell-Yan data (fixed target+collider) including 
flavor sensitivity of intrinsic kT-dependence

• Full N3LL perturbative th. accuracy, systematic th. error including 
PDF&FF uncertainties,  2031 data pts., χ2/Ndata = 1.08

• For a given fragmenting flavor, different final hadron  different PhT 
dependence

→

Bacchetta et al., P.L. B788 (19) 542,  arXiv:1807.02101

• repeat impact studies at JLab22 and EIC  (see backup) 
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Backup



The  Nanga Parbat  fitting framework

All material available at the Nanga Parbat GitHub site

How? You need a computational tool 
MAP Collaboration GitHub page

13
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used for polarized TMD FF
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Complicated (and sometimes different) factorization theorems, 
depending on “distance” of hadron from thrust axis

Makris et al., arXiv:2009.11871
Boglione & Simonelli, arXiv:2007.13674

Kang et al., arXiv:2007.14425

arXiv:2011.07366 
arXiv:2109.11497 
arXiv:2306.02937

For the moment, only Drell-Yan + SIDIS



Drell-Yan observables

collider 
Exp:  normalized cross section differential in qT in each bin 

Th: for each bin [i,f] 1
σfiducial

1
(ΔqT)if ∫

qTf

qTi

dqT ∫
yf

yi

dy∫
Qf

Qi

dQ
dσ

dqTdydQ
DYNNLO 
with MMHT14 PDFs

fixed 
target 

E288:  cross section differential in average qT and y

Th: for each bin [i,f] 1
2πq̄T ∫

Qf

Qi

dQ
dσ

dqTdydQ y=ȳ, qT=q̄T

E772:  cross section differential in average qT and xF = xA - xB  bins

Th: for each bin [i,f]
1

(ΔxF)if ∫
xFf

xFi

dxF ∫
Qf

Qi

dQ
2E

π s

dσ
dq2

TdxFdQ qT=q̄T

E605:  cross section differential in average qT and xF

Th: for each bin [i,f] ∫
Qf

Qi

dQ
2E

π s

dσ
dq2

TdxFdQ xF=x̄F, qT=q̄T



SIDIS observable

Multiplicity 

Exp:  differential SIDIS cross section divided by DIS one

Th: for each bin [i,f]

𝒪SIDIS =
1

(ΔQ)if ∫
Qf

Qi

dQ
1

(Δx)if ∫
xf

xi

dx
1

(Δz)if ∫
zf

zi

dz
1

(ΔPhT)if ∫
PhTf

PhTi

dPhT
dσSIDIS

dxdzdPhTdQ

M(x, z, PhT, Q) =
dσSIDIS

dxdzdPhTdQ / dσDIS

dxdQ

𝒪DIS =
1

(ΔQ)if ∫
Qf

Qi

dQ
1

(Δx)if ∫
xf

xi

dx
dσDIS

dxdQ

M th(xif , zif , PhTif , Qif ) =
𝒪SIDIS

𝒪DIS



The  TMD  formula

- TMDs depend on two scales:  renormalization μ and rapidity ζ (rapidity divergences  
  do not cancel)

DGLAP evolution 
Sudakov form factor

evolution through Collins-Soper (CS)             
                             kernel K

- for small bT, TMDs at initial scale can be OPE-expanded onto PDFs through  
   perturbative Wilson coefficients

- convenient choice for initial scale is   μi = ζi = μb =
2e−γE

bT

(cancel many large logs in  
  resummation)

- so far, approach is perturbative; but what happens at large bT? Avoid Landau pole…

- prescription   such that b*(bT) bmin bmaxb*(bT)
small bT large bT 

μb*
=

2e−γE

b*
≥ 1μf ≥

-   introduces a non-perturbative componentb*(bT)

f1(x, bT, μ, ζ) = f1(x, b*(bT), μ, ζ)
f1(x, bT, μ, ζ)

f1(x, b*(bT), μ, ζ)
arbitrary≡ f1(x, b*(bT), μ, ζ) fNP(x, bT, ζ, Q0)
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The experimental values in each bin are compared against the quantity built by sepa-
rately averaging the numerator and denominator of the multiplicity in eq. (2.27) over the
respective kinematics:

Oth
SIDIS(xi,f , zi,f , |PhT |i,f , Qi,f ) =

 Qf

Qi

dQ

 xf

xi

dx

 zf

zi

dz

 |PhT |f

|PhT |i
d|PhT |

dσSIDIS

dxdzd|PhT |dQ
,

(2.29)

Oth
DIS(xi,f , Qi,f ) =

 Qf

Qi

dQ

 xf

xi

dx
dσDIS

dxdQ
,

Mth(xi,f , zi,f , |PhT |i,f , Qi,f ) = Oth
SIDIS(xi,f , zi,f , |PhT |i,f , Qi,f )

/
Oth

DIS(xi,f , Qi,f ). (2.30)

The HERMES collaboration provides multiplicities in bins of |PhT |, whereas the
COMPASS collaboration in bins of P 2

hT (see also table 3). In both cases, the observ-
able can be calculated as in eq. (2.29), but in the COMPASS case the average is on P 2

hT .
Moreover, both collaborations introduce a cut on the invariant mass of the hadronic fi-
nal states W 2 = (P + q)2 (see table 3), which makes the upper integration limit xf a
Q-dependent quantity.

2.3 Transverse Momentum Distributions (TMDs)
As a consequence of the renormalization of ultraviolet and rapidity divergences [6, 53, 54],
TMD PDFs and FFs acquire a dependence on the renormalization scale µ and on the
rapidity scale ζ. The evolution of TMDs from some initial values of the scales µi, ζi, to
some final values µf , ζf , is given by

f̂a
1 (x, b2T ;µf , ζf ) = f̂a

1 (x, b2T ;µi, ζi) exp
{ˆ µf

µi

dµ

µ
γ
(
µ, ζf

)}(ζf
ζi

)K(|bT |, µi)/2
. (2.31)

The anomalous dimension γ for the renormalization-group evolution in µ reads:

γ
(
µ, ζ

)
= γF

(
αs(µ)

)
− γK

(
αs(µ)

)
ln

√
ζ

µ
, (2.32)

where γK is the cusp anomalous dimension and γF
(
αs(µ)

)
= γ

(
µ, µ2) is the boundary

condition [7]. The Collins-Soper kernel K, instead, is the anomalous dimension for the
evolution in ζ [6]. The same structure holds for the TMD FF. In order to avoid the
insurgence of large logarithms, the scales µi and ζi are conveniently fixed as µi =

√
ζi =

µb = 2e−γE/|bT |. Since the coupling αs is computed at this scale (see eq. (2.32)) the
evolution of the TMD is perturbatively meaningful only at low values of |bT | such that
the scale µb is sufficiently larger than the Landau pole ΛQCD. This condition can be
implemented by replacing the scale µb with µb∗ = 2e−γE/b∗, where [5]

b∗(|bT |, bmin, bmax) = bmax

(1 − e−|bT |4/b4max

1 − e−|bT |4/b4min

)1/4
, (2.33)

with

bmax = 2e−γE GeV−1 ≈ 1.123 GeV−1 , bmin = 2e−γE/µf . (2.34)
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The experimental values in each bin are compared against the quantity built by sepa-
rately averaging the numerator and denominator of the multiplicity in eq. (2.27) over the
respective kinematics:

Oth
SIDIS(xi,f , zi,f , |PhT |i,f , Qi,f ) =

 Qf

Qi

dQ

 xf

xi

dx

 zf
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dz

 |PhT |f

|PhT |i
d|PhT |

dσSIDIS

dxdzd|PhT |dQ
,

(2.29)

Oth
DIS(xi,f , Qi,f ) =

 Qf

Qi

dQ

 xf

xi

dx
dσDIS

dxdQ
,

Mth(xi,f , zi,f , |PhT |i,f , Qi,f ) = Oth
SIDIS(xi,f , zi,f , |PhT |i,f , Qi,f )

/
Oth

DIS(xi,f , Qi,f ). (2.30)

The HERMES collaboration provides multiplicities in bins of |PhT |, whereas the
COMPASS collaboration in bins of P 2

hT (see also table 3). In both cases, the observ-
able can be calculated as in eq. (2.29), but in the COMPASS case the average is on P 2

hT .
Moreover, both collaborations introduce a cut on the invariant mass of the hadronic fi-
nal states W 2 = (P + q)2 (see table 3), which makes the upper integration limit xf a
Q-dependent quantity.

2.3 Transverse Momentum Distributions (TMDs)
As a consequence of the renormalization of ultraviolet and rapidity divergences [6, 53, 54],
TMD PDFs and FFs acquire a dependence on the renormalization scale µ and on the
rapidity scale ζ. The evolution of TMDs from some initial values of the scales µi, ζi, to
some final values µf , ζf , is given by

f̂a
1 (x, b2T ;µf , ζf ) = f̂a

1 (x, b2T ;µi, ζi) exp
{ˆ µf

µi

dµ

µ
γ
(
µ, ζf

)}(ζf
ζi

)K(|bT |, µi)/2
. (2.31)

The anomalous dimension γ for the renormalization-group evolution in µ reads:

γ
(
µ, ζ

)
= γF

(
αs(µ)

)
− γK

(
αs(µ)

)
ln

√
ζ

µ
, (2.32)

where γK is the cusp anomalous dimension and γF
(
αs(µ)

)
= γ

(
µ, µ2) is the boundary

condition [7]. The Collins-Soper kernel K, instead, is the anomalous dimension for the
evolution in ζ [6]. The same structure holds for the TMD FF. In order to avoid the
insurgence of large logarithms, the scales µi and ζi are conveniently fixed as µi =

√
ζi =

µb = 2e−γE/|bT |. Since the coupling αs is computed at this scale (see eq. (2.32)) the
evolution of the TMD is perturbatively meaningful only at low values of |bT | such that
the scale µb is sufficiently larger than the Landau pole ΛQCD. This condition can be
implemented by replacing the scale µb with µb∗ = 2e−γE/b∗, where [5]

b∗(|bT |, bmin, bmax) = bmax

(1 − e−|bT |4/b4max

1 − e−|bT |4/b4min

)1/4
, (2.33)

with

bmax = 2e−γE GeV−1 ≈ 1.123 GeV−1 , bmin = 2e−γE/µf . (2.34)
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ing and Drell-Yan production. The baseline analysis is performed using the Monte Carlo
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Normalization problem in SIDIS
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Fourier Transform of:

pQCD

Input (extraction from collinear cross section)

Non-perturbative functions to extract from data.

(TMD region)

15

(TMD region)

Approximately follows the behaviour of Generalized Parton Model e.g.

Note however this is not an exact correspondence (and 
NO TMD evolution here) 

Gonzalez-Hernandez,  

PoS DIS2019 (2019)



MAPTMD22: Error treatment

bootstrap method:    fitting  250  replicas  of   fluctuated exp. data 
quality indicator:   of central replica (fitting not    “        “      “   ) 
MAPTMD22 at N3LL(-) :  Ndata=2031,  21 parameters,   

χ2
0

χ2
0 /Ndata = 1.06

χ2
0 ∼ ⟨χ2⟩replicas

(exp. / th.) errors can be uncorrelated or correlated

χ2 = χ2
D + χ2

λ

∑
bins

(exp − th
σ )

2

σ2 = σ2
stat + σ2

uncorr

th = th + ∑
α

λασ(α)
corr

χ2
λ = ∑

α

λ2
α

nuisance  
params.

penalty for  
correlated errors

Examples of (partly) correlated errors :   
   - exp.:  some normalization systematic errors 
   - th.  :  uncertainties of PDFs      MMHT2014  
                                       FFs         DSS14 for  
                                                     DSS17 for 

π±

K±



data set Ndata

Tevatron total 71 0.87 0.06 0.93
PHENIX 200 2 2.21 0.88 3.08

STAR 510 7 1.05 0.10 1.15
LHCb total 21 1.15 0.3 1.45
ATLAS total 72 4.56 0.48 5.05
CMS total 78 0.53 0.02 0.55

collider total 251 1.86 0.2 2.06
fixed target tot 233 0.85 0.4 1.24

χ2
D χ2

λ χ2
0
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7 TeV

8 TeV

7 TeV

8 TeV

7 TeV

8 TeV


13 TeV

pp ! Z0/�
⇤ ! (µ+ + µ�/e+ + e�)

qq̄ ! Z0/�
⇤ +X

pp ! Z0 ! µ+ + µ�

th. error band = 
68% of all replicas

MAPTMD22 N3LL(-) global fit   χ2
0 /Ndata = 1.06



Visualizing MAPTMD22 TMD PDF  
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TMD PDF for unpolarized up quark
fNP(x,bT)  
~ Gaussian + λB weighted Gaussian + λC Gaussian

λB = 1.82 ± 0.29 GeV−1 λC = 0.0215 ± 0.0058 GeV−1

e−g2
2 b2

T /4non-pert. evolution

g2 = 0.248 ± 0.008 GeV
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Visualizing MAPTMD22 TMD FF  



MAPTMD22:  χ2 breakout

J
H
E
P
1
0
(
2
0
2
2
)
1
2
7

N3LL−

Data set Ndat χ2
D χ2

λ χ2
0

CDF Run I 25 0.45 0.09 0.54
CDF Run II 26 0.995 0.004 1.0
D0 Run I 12 0.67 0.01 0.68
D0 Run II 5 0.89 0.21 1.10
D0 Run II (µ) 3 3.96 0.28 4.2
Tevatron total 71 0.87 0.06 0.93
LHCb 7TeV 7 1.24 0.49 1.73
LHCb 8TeV 7 0.78 0.36 1.14
LHCb 13TeV 7 1.42 0.06 1.48
LHCb total 21 1.15 0.3 1.45
ATLAS 7TeV 18 6.43 0.92 7.35
ATLAS 8TeV 48 3.7 0.32 4.02
ATLAS 13TeV 6 5.9 0.5 6.4
ATLAS total 72 4.56 0.48 5.05
CMS 7TeV 4 2.21 0.10 2.31
CMS 8TeV 4 1.938 0.001 1.94
CMS 13TeV 70 0.36 0.02 0.37
CMS total 78 0.53 0.02 0.55
PHENIX 200 2 2.21 0.88 3.08
STAR 510 7 1.05 0.10 1.15
DY collider total 251 1.86 0.2 2.06
E288 200GeV 30 0.35 0.19 0.54
E288 300GeV 39 0.33 0.09 0.42
E288 400GeV 61 0.5 0.11 0.61
E772 53 1.52 1.03 2.56
E605 50 1.26 0.44 1.7
DY fixed-target total 233 0.85 0.4 1.24
HERMES (p → π+) 45 0.86 0.42 1.28
HERMES (p → π−) 45 0.61 0.31 0.92
HERMES (p → K+) 45 0.49 0.04 0.53
HERMES (p → K−) 37 0.18 0.13 0.31
HERMES (d → π+) 41 0.68 0.45 1.13
HERMES (d → π−) 45 0.63 0.35 0.97
HERMES (d → K+) 45 0.2 0.02 0.22
HERMES (d → K−) 41 0.14 0.08 0.22
HERMES total 344 0.48 0.23 0.71
COMPASS (d → h+) 602 0.55 0.31 0.86
COMPASS (d → h−) 601 0.68 0.3 0.98
COMPASS total 1203 0.62 0.3 0.92
SIDIS total 1547 0.59 0.28 0.87
Total 2031 0.77 0.29 1.06

Table 4. Breakdown of the values of χ2 normalized to the number of data points Ndat that survive
the kinematic cuts for all datasets considered in our baseline fit. The χ2

D refers to uncorrelated
uncertainties, χ2

λ is the penalty term due to correlated uncertainties (see eq. (4.1)), χ2
0 is the sum

of χ2
D and χ2

λ. All χ2 values refer to the central replica (see text).
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MAPTMD22:  NNLL and NLL fits
J
H
E
P
1
0
(
2
0
2
2
)
1
2
7

N3LL− NNLL NLL
Data set Ndat ⟨χ2⟩ ± δ⟨χ2⟩ Ndat ⟨χ2⟩ ± δ⟨χ2⟩ Ndat ⟨χ2⟩ ± δ⟨χ2⟩

ATLAS 72 5.01 ± 0.26 / / / /
PHENIX 200 2 3.26 ± 0.31 2 0.81 ± 0.11 / /
STAR 510 7 1.16 ± 0.04 7 0.99 ± 0.03 / /
Other sets 170 0.83 ± 0.01 170 2.37 ± 0.11 / /

DY collider 251 2.06 ± 0.07 179 2.3 ± 0.1 / /

E772 53 2.48 ± 0.12 53 2.05 ± 0.22 / /
Other sets 180 0.87 ± 0.04 180 0.71 ± 0.04 180 0.81 ± 0.04

DY fixed-target 233 1.24 ± 0.04 233 1.01 ± 0.05 180 0.81 ± 0.04

HERMES 344 0.71 ± 0.04 344 1.1 ± 0.06 344 0.51 ± 0.02
COMPASS 1203 0.95 ± 0.02 1203 0.6 ± 0.06 1203 0.41 ± 0.01

SIDIS 1547 0.89 ± 0.02 1547 0.71 ± 0.05 1547 0.43 ± 0.01

Total 2031 1.08 ± 0.01 1959 0.89 ± 0.01 1727 0.47 ± 0.01

Table 6. Comparison of χ2 values normalised to the number of data points Ndat for fits at different
perturbative accuracies. The ⟨χ2⟩ and δ⟨χ2⟩ are the average and standard deviation of the χ2 values
of all replicas.

lower perturbative orders. One of the reasons is that such sets can be used in global
analyses of polarized TMDs where it is not possible to reach the same level of accuracy.

This is the case of the Sivers TMDs where the computation of the polarized cross
section for the Sivers effect presently cannot go beyond the NNLL level [117–119], hence
demanding unpolarised TMDs at the same level of accuracy.

To this aim, we perform a new global fit at NNLL. However, when lowering the per-
turbative accuracy, it is possible to obtain acceptably good fits only by excluding those
datasets whose precision requires the highest theoretical accuracy. Specifically, we found
that only by removing the ATLAS dataset we were able to achieve an acceptable global
description at NNLL accuracy. As a matter of fact, in table 6 the value of χ2 in this con-
figuration, namely for fixed-target DY and SIDIS, is lower than at N3LL− where ATLAS
data is included.

Because of the difference in the perturbative accuracy as well as in the dataset, we
do not expect to get compatible values for the best fit parameters between the NNLL and
N3LL− fits. For instance, we obtain λ = 12 ± 10GeV−1 and λF = 340 ± 280GeV−2 at
NNLL, to be compared to λ = 1.8± 0.3GeV−1 and λF = 0.08± 0.01GeV−2 at N3LL−.

The λ and λF parameters control the relative weight of the weighted Gaussian in
the non perturbative part of the TMD PDF and FF, respectively, and control the size of
the DY and SIDIS spectrum at middle to large values of |qT |. The large values obtained
in the NNLL imply that the weighted Gaussian dominates for both TMD PDF and FF
parametrizations. This behavior may be partially induced by the lack of perturbative
corrections of the NNLL fit with respect to the N3LL− one, which are compensated by
nonperturbative effects.

– 38 –

data sets requiring higher pert. accuracy need to be excluded.  
Still, these fits useful for polarized situations with less available accuracy



MAPTMD22:  Kinematic cuts 

(a) (b) (c) (d) (e)

configurations
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Nominal cut

 PhT < min[min[c1 Q, c2 Qz] + c3 GeV, zQ]
a)  c1=c2=0.4 , c3=0   qT < 0.4 Q

b)  c1=0.15, c2=0.4 , c3=0.2 

c)  c1=0.2, c2=0.5 , c3=0.3 baseline fit

d)  c1=0.2, c2=0.6 , c3=0.4   can be qT > Q 

e)  c1=0.2, c2=0.7 , c3=0.5   can be qT > Q 

baseline fit

less conservative

more conservative

qT ≳ Q

better χ2 with less  
conservative cuts  
allowing for qT > Q 

Where is the limit for  
TMD factorization??



MAPTMD22:  validity of  TMD region?  
MAPTMD22 — SIDIS data selection

COMPASS multiplicities (one of many bins)
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 PhT < min[min[0.2 Q, 0.5 Qz] + 0.3 GeV, zQ]cut of  
baseline fit

fitted
predicted

MAPTMD22 — SIDIS data selection

COMPASS multiplicities (one of many bins)
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  validity of TMD factorization seems to extend well beyond  PhT/z << Q !

0.86 ≲ qT /Q ≲ 3.43



Visualizing the Collins-Soper evolution kernel  

Collins-Soper kernel K(bT, μb*
) = K(b*, μb*

) + gK(bT)
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di↵erently in transverse momentum space, we achieve a better description compared to both MAPTMD24 FI
(�2

0 = 1.40) and MAPTMD24 HD (�2
0 = 1.19) scenarios. The description improves for both SIDIS and DY

data.
We observe that both the MAPTMD24 and MAPTMD22 extractions [7] describe the data in a comparably

good way. Going into more detail, the MAPTMD24 extraction provides a better description of the DY data,
especially the high-energy ones, while there is a slight deterioration in the description of the SIDIS data (see
Tabs. IV and V).

We report in App. A the plots of the comparison between experimental data and theoretical predictions for
most of the included data sets, with the blue bands representing the 68% C.L. The plots show a very good
agreement for all experiments. We note that the uncertainty bands of our predictions are larger than those
in Ref. [7], as expected from the fact that we consider di↵erent members of collinear PDF and FF sets for
each Monte Carlo replica. This leads to a better assessment of the uncertainty in the normalization of our
predictions.

N3LL
Data set Ndat �

2
D �

2
� �

2
0

Tevatron total 71 1.10 0.07 1.17
LHCb total 21 3.56 0.96 4.52
ATLAS total 72 3.54 0.82 4.36
CMS total 78 0.38 0.05 0.43
PHENIX 200 2 2.76 1.04 3.80
STAR 510 7 1.12 0.26 1.38

DY collider total 251 1.37 0.28 1.65

E288 200 GeV 30 0.13 0.40 0.53
E288 300 GeV 39 0.16 0.26 0.42
E288 400 GeV 61 0.11 0.08 0.19
E772 53 0.88 0.20 1.08
E605 50 0.70 0.22 0.92

DY fixed-target total 233 0.63 0.31 0.94

HERMES total 344 0.81 0.24 1.05
COMPASS total 1203 0.67 0.27 0.94

SIDIS total 1547 0.70 0.26 0.96

Total 2031 0.81 0.27 1.08

TABLE V: Breakdown of the values of �2 normalized to the number of data points Ndat that survive the kinematic cuts
for all datasets considered in the MAPTMD24 fit. The �

2
D refers to uncorrelated uncertainties, �2

� is the penalty term
due to correlated uncertainties, �2

0 is the sum of �2
D and �

2
� (see text).

The values of the nonperturbative parameters and their uncertainties are reported in Tab. VIII of App. B.
All parameters are well constrained and not compatible with zero. We observe no strong correlations among
them (see Fig. 25 in App. B).

1. TMDs

We now discuss the TMD PDFs and FFs extracted from the MAPTMD24 FD fit at N3LL accuracy.
Figure 9 displays the unpolarized TMD PDFs for the various independent flavors, as functions of the partonic

transverse momentum |k?| at µ =
p

⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and
x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

We note that at x = 0.1 the contributions of the up and down quarks dominate. The d-quark TMD PDF
is larger at low values of |k?| and decreases more rapidly than the u-quark one. At small x, the contributions
from the sea quarks increase and become dominant at low |k?| values. Furthermore, at medium to low x the
ū-quark and d̄-quark TMD PDFs behave in a similar way, while the u-quark and d-quark ones are very di↵erent.

In Fig. 10, using the same notation as above, we show the normalized TMD PDFs, i.e., divided by the value
of the corresponding central replica at |k?| = 0. This representation allows one to better visualize the di↵erence
in shape among various flavors.

At x = 0.1 (left panel), the TMD PDFs of the sea (s) and d quarks show the sharpest decrease in |k?|, while
the d̄ quark is the widest. At x = 0.001, the s quark is still narrow, while the u quark is the widest. As x
becomes smaller, the TMD PDFs of u and d become much wider while there are no significant di↵erences in
the other TMD PDFs.

Moreover, the distribution of quarks not belonging to the valence content of the proton appears to be the least
constrained with large uncertainty bands for all x values, as expected from the lack of experimental data directly
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Parameter Value Parameter Value Parameter Value
g2 [GeV] 0.12± 0.0033

N1d [GeV2] 0.21± 0.017 N2d [GeV2] 0.015± 0.0013 N3d [GeV2] (40± 2.2)⇥ 10�4

↵1d 0.86± 0.11 ↵2d 5.5± 0.041 ↵3d 2.38± 0.032
�1d �0.21± 0.013 �2d = �3d 9.91± 0.061

�1d [GeV�1] 0.32± 0.038 �2d [GeV�1] 0.052± 0.0022
N1d̄ [GeV2] 0.68± 0.038 N2d̄ [GeV2] 0.0037± 0.0037 N3d̄ [GeV2] (5.9± 5.8)⇥ 10�5

↵1d̄ 0.64± 0.18 ↵2d̄ 5.69± 0.64 ↵3d̄ 1.57± 0.53
�1d̄ 0.075± 0.012 �2d̄ = �3d̄ 10.19± 0.09

�1d̄ [GeV�1] 0.7± 0.67 �2d̄ [GeV�1] 0.051± 0.0071
N1u [GeV2] 0.35± 0.0063 N2u [GeV2] 0.019± 0.00015 N3u [GeV2] (355± 4.5)⇥ 10�6

↵1u 0.18± 0.1 ↵2u 5.42± 0.0037 ↵3u 2.14± 0.0068
�1u �0.26± 0.0079 �2u = �3u 10.17± 0.011

�1u [GeV�1] 0.49± 0.0037 �2u [GeV�1] 0.081± 0.0009
N1ū [GeV2] 0.48± 0.0074 N2ū [GeV2] 0.022± 0.00037 N3ū [GeV2] (21± 1.5)⇥ 10�5

↵1ū 0.95± 0.077 ↵2ū 5.38± 0.0099 ↵3ū 1.77± 0.052
�1ū �0.026± 0.01 �2ū = �3ū 10.21± 0.02

�1ū [GeV�1] 0.53± 0.0067 �2ū [GeV�1] 0.11± 0.0055
N1sea [GeV2] 0.16± 0.035 N2sea [GeV2] 0.029± 0.0027 N3sea [GeV2] 0.0039± 0.002

↵1sea 0.65± 0.48 ↵2sea 5.24± 0.032 ↵3sea 1.48± 0.74
�1sea �0.018± 0.022 �2sea = �3sea 10.72± 0.037

�1sea [GeV�1] 2.43± 0.97 �2sea [GeV�1] 0.015± 0.0083

N4u⇡ [GeV2] (82± 1.8)⇥ 10�5
N5u⇡ [GeV2] 0.095± 0.0008 �1u⇡ 5.19± 0.066

�2u⇡ 2.3± 0.041 �1u⇡ 0.017± 0.0084 �2u⇡ 0.19± 0.0049
�1u⇡ 1.46± 0.015 �2u⇡ 0.8± 0.0095 �Fu⇡ [GeV�2] 0.089± 0.003

N4sea⇡ [GeV2] (83± 2.4)⇥ 10�5
N5sea⇡ [GeV2] 0.094± 0.0012 �1sea⇡ 5.38± 0.21

�2sea⇡ 2.31± 0.072 �1sea⇡ 0.022± 0.0064 �2sea⇡ 0.19± 0.0044
�1sea⇡ 1.44± 0.026 �2sea⇡ 0.8± 0.012 �Fsea⇡ [GeV�2] 0.086± 0.004

N4uK [GeV2] (87± 5.7)⇥ 10�5
N5uK [GeV2] 0.14± 0.0026 �1uK 8.52± 0.081

�2uK 3.86± 0.19 �1uK 0.0061± 0.0035 �2uK 0.19± 0.0059
�1uK 1± 0.041 �2uK 0.19± 0.054 �FuK [GeV�2] 0.14± 0.0048

N4s̄K [GeV2] (4.5± 3.7)⇥ 10�4
N5s̄K [GeV2] 0.16± 0.016 �1s̄K 7.17± 1.4

�2s̄K 5.1± 1.04 �1s̄K 1.51± 1.51 �2s̄K 0.16± 0.033
�1s̄K 0.71± 0.42 �2s̄K 0.36± 0.19 �F s̄K [GeV�2] 0.34± 0.2

N4seaK [GeV2] (78± 2.8)⇥ 10�5
N5seaK [GeV2] 0.15± 0.0059 �1seaK 8.63± 0.24

�2seaK 4.19± 0.14 �1seaK 0.0075± 0.0051 �2seaK 0.2± 0.0029
�1seaK 0.96± 0.036 �2seaK 0.17± 0.092 �FseaK [GeV�2] 0.15± 0.0055

TABLE VIII: Table of the 96 free parameters in the flavor-dependent MAPTMD24 FD fit. For each parameter, the
mean value and the error related to the 68% C.L. are reported.
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1

0.1

0.01

0.001

x

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

k
?
[G

eV
]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

xfd
1 (x, k2

?; Q, Q2)

d

°3.5

°3.0

°2.5

°2.0

°1.5

°1.0

°0.5

0.0

x

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

k
?
[G

eV
]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

xfū
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MAPTMD22  MAPTMD24  →

nonperturbative parametrisation      same→

correlated (exp. & th.) errors      same→
FF:     DSS14 (π), DSS17 (K) at NLO                    MAPFF1.0NNLO

2031 data pts.       same dataset→
SIDIS normalization       sameω(x, z, Q) →

N3LL(-)          N3LL→
PDF:  MMHT2014nnlo                                       NNPDF3.1NNLO

21 parameters
flavor-independent case  

21 parameters

χ2/Ndata = 1.06 χ2/Ndata = 1.40



MAPTMD22  MAPTMD24  →
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MAPTMD22  MAPTMD24  →

TMD FFs from MAPTMD24  
are different from MAPTMD22

• NNLO 
• smaller uncertainties 

• Neural Network approach 

MAPFF1.0nnlo



MAPTMD22  MAPTMD24  →

Agreement
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MAPTMD22 impact on the  EIC
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major improvements at smaller x



MAPTMD22 impact on  JLab20+ 

kinematics  JLab20 

major improvements at valence x
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TMD  impact  at the LHC

Impact on DY data @ LHC
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Potential impact on W mass

surprising CDF result

3

CDF II determination

SM expectation:

https://www.science.org/doi/10.1126/science.abk1781 

~ 7σ !
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but all analyses assume flavor-independent  
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Within the framework of transverse-momentum-dependent factorization, we investigate for the first time 
the impact of a flavor-dependent intrinsic transverse momentum of quarks on the production of W ±

bosons in proton–proton collisions at √s = 7 TeV. We estimate the shift in the extracted value of the 
W boson mass MW induced by different choices of flavor-dependent parameters for the intrinsic quark 
transverse momentum by means of a template fit to the transverse-mass and the lepton transverse-
momentum distributions of the W -decay products. We obtain −6 ≤ !MW + ≤ 9 MeV and −4 ≤ !MW − ≤
3 MeV with a statistical uncertainty of ±2.5 MeV. Our findings call for more detailed investigations of 
flavor-dependent nonperturbative effects linked to the proton structure at hadron colliders.
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1. Introduction and motivation

Nonperturbative effects in transverse-momentum-dependent 
(TMD) phenomena are a central topic in the hadronic physics 
community with potentially important applications to high-energy 
physics. The study of nonperturbative corrections originates from 
the work of Parisi and Petronzio [1] and Collins, Soper, and Ster-
man [2], which focused on the role of the hard scale of the process 
compared to the infrared scale of QCD. TMD factorization and 
evolution have been extensively studied in the literature [3–6], 
together with the matching to collinear factorization [2,7–12]. De-
spite the limited amount of data available and the many open 
theoretical questions, in the past years we started gaining phe-
nomenological information about TMD parton distribution func-
tions (TMD PDFs) with increasing level of accuracy. Recently, the 
unpolarized quark TMD PDF was extracted for the first time from 
a global fit of data for semi-inclusive deep-inelastic scattering 
(SIDIS) and production of Drell–Yan lepton pairs and Z bosons [13]. 
Nonetheless, we need a deeper understanding of many theoretical 
and phenomenological aspects [14].
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In this paper, we demonstrate that if we want to determine the 
free parameters of the Standard Model with very high precision, 
then the effects of a possible flavor dependence of the intrinsic 
partonic transverse momentum should not be neglected even in 
the kinematic region where nonperturbative effects are expected 
to be small [9,13,15–19] ("QCD ≪ Q ≪ √

s: W boson production 
at the LHC lies in this kinematic region). In particular, we focus on 
the impact of the simplest TMD PDF, the unpolarized one, on the 
determination of the W boson mass at hadron colliders.

2. Experimental measurements and uncertainties

The determination of the W boson mass, MW , from the global 
electroweak fit (MW = 80.356 ± 0.008 GeV) [20] features a very 
small uncertainty that sets a goal for the precision of the experi-
mental measurements at hadron colliders.

Precise determinations of MW have been extracted from pp̄
collisions at D0 [21] and at CDF [22], and from pp collisions 
at ATLAS [23] with a total uncertainty of 23 MeV, 19 MeV 
and 19 MeV, respectively. The current world average, based on 
these measurements and the ones performed at LEP, is MW =
80.379 ± 0.012 GeV [24]. The experimental analyses are based on 
a template-fit procedure on the differential distributions of the de-
cay products: in particular, the transverse momentum of the final 
lepton, pT ℓ , the transverse momentum of the neutrino pTν (only 
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Potential impact on W mass

- take the DYRES code and modify the fNP (x,bT)

exp[ − g2 b2
T log

Q2

Q2
0

] ⟶ exp[ − (g2 log
Q2

Q2
0

+ gq) b2
T]

flavor independent, ~[0.2-0.4] GeV2

PV 2017   Bacchetta et al., JHEP 06 (17) 081, arXiv:1703.10157
Guzzi et al., P.R. D90 (14) 014030

MAPTMD22  ~ 0.25 ,  see also

Signori et al., JHEP 11 (13) 194,   
arXiv:1309.3507

flavor dependent
range of variation from 

- generate pTZ spectrum with g2 and assigned CDF/ATLAS errors in each bin;  
  generate sets of pTZ spectra with  and keep those with  
  global χ2/d.o.f. < 1.3

gq = {guv, gdv, gusea, gdsea, gs}

- with these “Z-equivalent” sets, generate pseudodata for lepton pT distribution at  
  MW0 = 80.370 GeV

- with g2, generate 30 template lepton pT distributions with MW in MW0 ± 0.015 GeV

- perform template fits for each pseudodata 



  significant shifts   
  of nonperturbative origin

ΔMW+ ≠ ΔMW−

Potential impact on W mass

shifts in MW±

from pT lep distributions
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• repeat impact study on extraction of W mass using MAPTMD24 
flavor-dependent kT distributions 


